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Abstract

While large language models have made re-
markable advancements in natural language
generation, their potential in machine transla-
tion, especially when fine-tuned, remains under-
explored. In our study, we conduct compre-
hensive experiments, evaluating 15 publicly
available language models on machine transla-
tion tasks. We compare the performance across
three methodologies: zero-shot prompting, few-
shot learning, and fine-tuning. Central to our
approach is the use of QLoRA, an efficient fine-
tuning method. On French-English, QLoRA
fine-tuning outperforms both few-shot learning
and models trained from scratch. This superi-
ority is highlighted in both sentence-level and
document-level translations, with a significant
BLEU score improvement of 28.93 over the
prompting method. Impressively, with QLoRA,
the enhanced performance is achieved by fine-
tuning a mere 0.77% of the model’s parameters.

1 Introduction

The rapid advancement of large language models
(LLMs) is reshaping the field of natural language
processing (NLP), marking a potential paradigm
shift in future development (Zhao et al., 2023). In-
stead of crafting dedicated task-specific systems,
a growing interest has been focusing on quickly
adapting LLMs to specific tasks simply through
prompting (Liu et al., 2023; Sanh et al., 2022). So
far, studies have shown that prompting LLMs can
match or even rival the performance of specialized
systems on numerous NLP tasks (Radford et al.).

Among all the NLP tasks, the application of
LLMs to machine translation (MT) is understud-
ied. The optimal way to harness LLMs for MT
remains an open question. While encoder-decoder-
based LLMs (Xue et al., 2021; Liu et al., 2020;
Costa-jussà et al., 2022) are inherently designed
for the sequence-to-sequence demands of MT, the
approach for leveraging decoder-only models is
less straightforward.

Although there are initial attempts in this di-
rection (Sia and Duh, 2022; Hendy et al., 2023;
Moslem et al., 2023; Zhu et al., 2023), these stud-
ies mainly concentrate on prompting and few-shot
learning, not exploiting the availability of bitext.
Additionally, most work focus on exceptionally
large LLMs like GPT3 (Brown et al., 2020) with
its staggering 175 billion parameters, which are be-
yond the reach of non-commercial research groups
for local training. This poses a significant hurdle
for institutions with constrained computational re-
sources, rendering the findings less applicable and
relevant to many researchers.

In this paper, we aim to investigate the perfor-
mance of LLMs on MT tasks, with a particular
focus on decoder-based LLMs, a category less
charted for MT applications. Our research fo-
cuses on a range of publicly available medium-
sized LLMs. This includes models pretrained on
English-centric datasets, such as GPT-Neo (Black
et al., 2021), OPT (Zhang et al., 2022), LLaMA2
(Touvron et al., 2023), as well as those on multilin-
gual datasets such as XGLM (Lin et al., 2021) and
BLOOMZ (Muennighoff et al., 2022). We evaluate
various versions of these models, with their param-
eter sizes spanning from 1.3 billion to 13 billion,
totaling 15 models.

In our experiments, we explore zero-shot prompt-
ing, few-shot learning, and fine-tuning, where our
emphasis on fine-tuning fills the gap in previous
studies. For the fine-tuning process, we employ the
QLoRA method (Dettmers et al., 2023), which en-
hances efficiency and minimizes memory usage by
quantizing the model to 4-bit precision and limiting
the number of trainable parameters. To the best of
our knowledge, this is the first instance of QLoRA
being applied to fine-tuning LLMs for MT tasks.

We also evaluate the performance of LLMs in
document-level translation. Standard sequence-to-
sequence MT models focus on translating one sen-
tence at a time, overlooking discourse phenom-



ena and the broader context. Existing methods
for document-level translation often pivot toward
architectural modifications (Tu et al., 2018; Tan
et al., 2019; Xu et al., 2021), leading to specialized
models that need unique designs. Our objective is
to evaluate the capability of LLMs in preserving
long-term contextual coherence and to explore their
potential in facilitating the development of a robust
document-level translation system.

We demonstrate the effectiveness of fine-tuning
on a French-English dataset – this language pair is
selected due to its accessibility for LLMs, position-
ing it as an ideal starting point for research in this
domain. Our experimental results, complemented
by thorough analysis, reveal that:

• LLMs, when subjected to fine-tuning, are
potent MT models. Through fine-tuning,
they consistently outperform their zero-shot
prompting counterparts, achieving an average
improvement of 8 BLEU for sentence-level
translation and 16.33 BLEU for document-
level translation. Notably, the model opt-13b
even sees a remarkable boost of 28.93 BLEU
(from 4.56 to 33.49).

• There is a large variation in the performance
across different LLMs. LLaMA 2 consistently
outperforms others for both prompting and
fine-tuning. BLOOMZ, initially lagging be-
hind in prompting, ascends to top-tier models
after fine-tuning. However, some models, de-
spite benefiting from fine-tuning, either match
or fall short of the performance of models
trained from scratch. It is also noteworthy that
larger models don’t invariably outshine their
smaller counterparts.

• When prompted, LLMs demonstrate supe-
rior performance in sentence-level translation.
However, the application of fine-tuning yields
more substantial enhancements in document
translation, as reflected by both the BLEU and
COMET scores. Notably, LLaMA 2 surpasses
its performance in sentence-level translation
when trained on documents.

• QLoRA accelerates the fine-tuning process
without compromising model performance.
To attain an equivalent BLEU score, it neces-
sitates 21 times less training time and reduces
the trainable parameters by 1370-fold com-
pared to conventional fine-tuning.

2 Related Work

2.1 LLM Applications

Leveraging LLMs across a spectrum of down-
stream natural language processing (NLP) tasks is
now a prevailing approach. However, the optimal
strategies for utilizing these models both effectively
and efficiently remain an open question. Broadly
speaking, there are three primary methods to build
applications based on LLMs:

• Zero-shot prompting.1 This involves query-
ing LLMs with a prompt that hasn’t been
seen in the training data of the model. Such
prompts typically provide specific task instruc-
tions along with the main query. Given the
sensitivity of LLMs to the structure and con-
tent of prompts, careful prompt engineering is
crucial to achieve optimal performance.

• Few-shot learning. Often referred to as in-
context learning, few-shot learning is a tech-
nique where LLMs are provided with a hand-
ful of examples to guide their responses. Zero-
shot prompting can be considered a subset of
this, where no examples are given. In few-
shot learning, these examples are integrated
into the prompt template, serving as context
to instruct the model on how to respond.

• Fine-tuning. The two methods above al-
low for task adaptation without the need for
further training on the LLMs. In contrast,
fine-tuning involves extending the training of
the LLMs using additional, task-specific data.
This is particularly beneficial when such tai-
lored datasets are available.

Yang et al. (2023) survey the ‘use cases’ and ‘no
use cases’ of LLMs for specific downstream tasks,
considering the three aforementioned methods, and
conclude that LLMs excel in most NLP tasks.

2.2 LLMs for MT

Recent literature has begun to explore the applica-
tion of LLMs for MT, an area that remained rela-
tively under-explored until now. Both Hendy et al.
(2023) and Moslem et al. (2023) underscore the
superiority of GPT3 (Brown et al., 2020), GPT3.5
and ChatGPT (Bawden and Yvon, 2023) in MT

1Throughout this paper, we refer to ‘zero-shot prompting’
simply as ‘prompting’.



using prompting. However, the former also indi-
cates that these models may not consistently out-
perform SOTA MT systems and commercial trans-
lators. In a comparative study, Zhu et al. (2023)
experiment with various LLMs, including GLM-
7.5B (Lin et al., 2021), OPT-175B (Zhang et al.,
2022), BLOOMZ-7.1B (Muennighoff et al., 2022),
and ChatGPT. Their findings suggest that while
these decoder-only LLMs are competitive, they still
lag behind when compared to the encoder-decoder-
based multilingual language model NLLB (Costa-
jussà et al., 2022). Briakou et al. (2023) studied the
impact of LLM data on MT.

Prompting strategies for MT are studied by Vilar
et al. (2023) for PaLM (Chowdhery et al., 2022)
and Zhang et al. (2023) for GLM-130B (Zeng et al.,
2022). They reveal several challenges associated
with MT prompting, such as issues with copying,
mistranslation of entities, and hallucination. These
challenges are echoed by Bawden and Yvon (2023),
which identify similar constraints with prompting
on BLOOM (Scao et al., 2022). However, they
show these limitations can be mitigated in a few-
shot learning setting. Sia and Duh (2022) investi-
gated a light-weight tuning method akin to prefix
tuning (Li and Liang, 2021). Sia and Duh (2023)
and Wang et al. (2023) expand the evaluation to
document-level translation.

While prior studies have highlighted the poten-
tial of LLMs in MT, their focus has been primarily
on in-context learning. A significant gap remains
in the exploration of fine-tuning LLMs specifically
for MT tasks. Additionally, there is an evident ab-
sence of research that provides a comprehensive
comparison among prompting, few-shot learning,
and fine-tuning methodologies. Recognizing this
oversight, the primary objective of this paper is to
address and bridge this research gap.

3 QLoRA

QLoRA (Dettmers et al., 2023) is an efficient fine-
tuning approach that reduces the memory usage of
training without compromising the 16-bit task per-
formance. The approach involves quantizing a pre-
trained model to 4-bit precision. Subsequently, a
compact set of learnable Low-rank Adapter (LoRA,
Hu et al. (2021)) weights are added, which can be
tuned through backpropagation.

LoRA Motivated by the empirical findings of Li
et al. (2018) and Aghajanyan et al. (2020), which
suggest that LLMs possess a notably low intrinsic

dimension for their parameters, LoRA hypothe-
sizes a similar low intrinsic rank for weights dur-
ing model adaptation. Thus, LoRA introduces a
reparameterization aimed at reducing dimensions.
Specifically, it employs a low-rank decomposition
to represent the pretrained weights, resulting in
newly-added adapter weight matrices, with the rank
r anticipated to be considerably smaller than the
original weight matrices’ dimension. During fine-
tuning, the pretrained weights are frozen, with only
the newly incorporated adapter updated via back-
propagation. A key observation is that as the rank
r is reduced, there is a corresponding decrease in
the number of adaptable parameters.

4 Experimental Setup

4.1 Datasets

In this study, we focus on the translation direc-
tion from French to English due to its signifi-
cant demand for high-quality translation and the
availability of substantial parallel data. Our fine-
tuning set includes the commonly used Europarl
(Koehn, 2005) and News Commentary dataset from
WMT142. The dev and test sets are the new-
stest2013 and newstest2014 datasets, respectively,
from WMT14. These datasets are constructed from
documents, thus enabling a natural evaluation of
document-level translation. Table 1 summarizes
the statistics of the datasets.

#sents #docs avg.sents/doc
train 2,366,117 21,430 144

dev 3000 126 24
test 3003 169 18

Table 1: Dataset statistics.

4.2 Baseline

We compare the performance of systems built upon
LLMs against an NMT model trained from scratch
using the Amazon Sockeye framework (Hieber
et al., 2022). The model architecture is a 12-layer
transformer with a model size of 1024, 16 attention
heads, and 4096 hidden units in the feed-forward
layers. We employ byte pair encoding (BPE, Sen-
nrich et al. (2016)) separately for each language,
setting the number of BPE symbols to 30k for both
languages. The model is trained with a batch size
of 4096, an initial learning rate of 0.0002, and a

2https://www.statmt.org/wmt14/translation-task.html

https://www.statmt.org/wmt14/translation-task.html


Model Release Time Data Size (B)
GPT-Neo (Black et al., 2021) Mar, 2021 English-centric 1.3; 2.7
OPT (Zhang et al., 2022) June, 2022 English-centric 1.3; 2.7; 6.7
LLaMA2 (Touvron et al., 2023) July, 2023 English-centric 7; 13
XGLM (Lin et al., 2021) Nov, 2022 Multilingual 1.7; 2.9; 4.5; 7.5
BLOOMZ (Muennighoff et al., 2022) Nov, 2022 Multilingual 1.7; 3; 7.1

Table 2: Overview of evaluated LLMs.

plateau-reduce learning rate scheduler. Addition-
ally, we apply a dropout and label smoothing of
0.1, use the Adam optimizer with a warm-up of
10k steps, and set the checkpoint interval to 4000.
Training is halted if there is no improvement in per-
formance on the dev set for 32 consecutive check-
points. The model has 4 billion parameters and is
trained on a single NVIDIA V100 with 32G GPU
memory.

This is a relatively standard NMT model, de-
void of advanced techniques such as back transla-
tion, knowledge distillation, or ensembling, which
could potentially elevate the model to state-of-the-
art performance (Kocmi et al., 2022). However, the
primary objective of this study is to compare the ef-
ficacy of using an off-the-shelf machine translation
toolkit, which is widely accessible and requires
minimal effort for machine translation practition-
ers, against building MT systems using LLMs. Im-
portantly, both methods demand similar levels of
effort in development, making this a fair compar-
ison to ascertain the most efficient approach for
practitioners and researchers alike.

4.3 Pretrained LLMs

We investigate a varied collection of pretrained
LLMs accessible on HuggingFace (Wolf et al.,
2020), all based on the transformer architecture.
This collection comprises five distinct LLMs, each
trained on either English-centric or multilingual
data and available in multiple versions with vary-
ing parameter sizes. This results in a comprehen-
sive assortment of 15 models, with parameter sizes
ranging from 1.3 billion to 13 billion. Table 2 sum-
marizes the models included in our study.
• GPT-Neo - a GPT-2 (Radford et al.) like causal

language model trained on the Pile dataset (Gao
et al., 2020), an 825 GiB English corpus.

• OPT - a suite of causal language models, where
the largest one, OPT-175B, exhibits performance
comparable to GPT-3 (Brown et al., 2020).

• LLAMA 2 - pretrained on 2 trillion tokens of

English-centric data. We used a fine-tuned ver-
sion of the model, referred to as LLAMA 2-CHAT.
This fine-tuned version demonstrates superior
performance compared to open-source chat mod-
els across a wide range of benchmarks.

• XGLM - a multilingual language model trained
on a balanced corpus covering 30 diverse lan-
guages with 500B tokens. The XGLM 7.5B
outperforms GPT-3 on the FLORES-101 (Goyal
et al., 2022) machine translation benchmark in
few-shot learning scenarios.

• BLOOMZ - a multilingual BLOOM model
(Scao et al., 2022) fine-tuned with the xP3 dataset
(Muennighoff et al., 2022), which consists of mul-
tilingual datasets with English prompts, totaling
95 GiB of text.
The selection of these models enables us to as-

sess the impact of various factors on translation
performance, including the type of model (English-
centric vs. multilingual) and model size. Addi-
tionally, the chosen sizes reflect the computational
resources typically available to research institutes
with limited GPU resources, such as university labs.
This consideration ensures that our findings are ap-
plicable and accessible to a broad range of machine
translation researchers and practitioners.

4.4 Prompted Tuning

We fine-tune LLMs using examples that
include specifically formatted prompts
( French: [fr sent] English: ) and their corre-

sponding responses ( [en sent] ). The dev set is
also formatted in the same way. This approach
customizes the model for the French-English
machine translation task.

Sentence-level Prompts The inputs at the sen-
tence level are formatted as follows:

French: [fr sent] English: [en sent] <eos>
We append the special token <eos> at the end

of each sample to regulate the length of the text
generated by the model. Without this, LLMs tend



to generate text continuously until they reach a
predetermined length limit.

Document-level Prompts We use the given doc-
ument boundaries to concatenate parallel sentences
into document-level sequences. These parallel doc-
uments comprise an equal number of sentences
in both languages. Our goal is to ensure that the
models generate the same number of output sen-
tences per document as the number of input sen-
tences provided, facilitating sentence-level evalu-
ation. We adopt the document mark-up used in
Junczys-Dowmunt (2019), incorporating symbols
for document start ( <BEG> ) and end ( <END> ),
as well as sentence separators ( <SEP> ). In in-
stances where documents exceed our sentence limit
of 10, we substitute the <END> symbol with
a break symbol ( <BRK> ) and commence the
subsequent sequence with a continuation symbol
( <CNT> ) instead of <BEG> . Below is an exam-
ple of a document input:

French: <BEG> [fr sent1] <SEP> [fr sent2]
<SEP><END> English: <BEG> [en sent1]

<SEP> [en sent2] <SEP><END>

4.5 Fine-tuning Setup
We configure the learning rate to 2e-4 and employ
the Adam optimizer for the training process. A
batch size of 32 is used, and the evaluation is per-
formed every 1000 steps. The fine-tuning process
is halted if there is no improvement in the model’s
performance over 16 consecutive checkpoints. For
the LoRA configurations, the rank for the low-rank
approximation is set to 64, and the scaling factor
for the low-rank adaptation is set to 32. The train-
able parameters are limited to the self-attention
layers of the model. Additionally, a dropout rate
of 0.05 is applied in the LoRA layer. The model
weights are quantized to 4-bit precision to reduce
memory requirements, and mixed-precision train-
ing is enabled, using a combination of float16 and
float32 data types to accelerate the training pro-
cess. Models with less than 3 billion parameters are
trained on a single NVIDIA RTX GPU with 24GB
of memory, while models with more than 3 billion
but less than 7 billion parameters are trained on a
single NVIDIA V100 GPU with 32GB of memory.
For models with an even larger number of parame-
ters, we employ multiple V100 GPUs and enable
model parallelism by setting device_map="auto" .
This is facilitated by the Accelerate library from
Hugging Face, which automatically distributes the

model across the available GPUs.

4.6 Evaluation Metrics

We use BLEU and COMET (Rei et al., 2020) as
evaluation metrics to assess the performance of
our models. For BLEU we use the SacreBLEU
(Post, 2018) implementation, which standardizes
tokenization and facilitates reproducibility.

On the other hand, unlike BLEU, which de-
pends on the n-gram overlap between the machine-
generated translation and the reference translation,
COMET models are trained on a comprehensive
dataset comprising human translations and human
quality assessments. This dataset is used to predict
translation quality while also taking the source side
into account. This approach enables COMET to
provide a more holistic evaluation that includes flu-
ency, adequacy, and preservation of meaning. We
employ the latest model, Unbabel/wmt22-comet-
da, for our evaluation. This model scales the scores
between 0 and 1, where a score approaching 1 indi-
cates a high-quality translation.

By employing both BLEU and COMET, we can
ensure that our evaluation is robust and compre-
hensive, accounting for not only the lexical similar-
ity between the translations and the references but
also the overall quality and preservation of mean-
ing in the translations. Moreover, COMET may
serve as a superior evaluation metric when assess-
ing the zero-shot performance of LLMs compared
to BLEU. As we demonstrated in Section 7, the
outputs from LLMs often excel in preserving mean-
ings but might receive a low score if evaluated
solely based on n-gram matching.

5 Sentence-level Translation

In this section, we assess the sentence-level transla-
tion performance of pretrained LLMs using prompt-
ing versus fine-tuned LLMs (Section 5.1). We in-
vestigate the effects of incorporating or not incor-
porating QLoRA during the fine-tuning process
(Section 5.2). Additionally, we analyze the im-
pact of varying QLoRA hyperparameters (Section
5.3), including the rank of the low-rank approxima-
tion (Section 5.3.1), and the trainable parameters
(Section 5.3.2). We also conduct experiments with
different sizes of fine-tuning data and compare the
results of fine-tuned LLMs with the baseline NMT
model (Section 5.4). Lastly, we explore few-shot
learning with varying numbers of shots and diverse
prompts (Section 5.5).
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Figure 1: Prompting (P) vs. QLoRA fine-tuning (FT) on sentence-level translation using various pretrained LLMs.
Baseline is the NMT system described in Section 4.2. Rank r for QLoRA is set to 64.3

5.1 Main Results

We present the results of prompting and QLoRA
fine-tuning in Figure 1. Key observations are:
• While there is a significant disparity in BLEU

scores, the same is not observed in COMET. All
models exhibit comparable COMET scores. The
top-performing fine-tuned model, llama2-13b,
outperforms the baseline from 0.837 to 0.862.
This indicates that while all models produce
semantically coherent translations, their lexical
choices, which affect BLEU scores, might differ.

• In terms of BLEU, the baseline model surpasses
most prompted LLMs, with the exception of
LLAMA 2. Specifically, llama2-7b achieves the
highest performance at 34.56 BLEU, marking a
3.89 BLEU improvement over the baseline.

• 8 out of the 15 fine-tuned LLMs exceed the base-
line. This includes both English-centric and mul-
tilingual models. The standout model is bloomz-
7.1b achieving a BLEU score of 37.39, a 6.72
BLEU enhancement compared to the baseline.

• Fine-tuning invariably boosts LLM performance
on average by 8 BLEU points, with bloomz-7.1b
witnessing the most substantial leap of 20.13
BLEU.

• No clear advantage is discerned when contrast-
ing prompted multilingual models with English-
centric ones. For instance, the multilingual
bloomz-1.7b scores the lowest at 14.16 BLEU.
Yet, when evaluating the fine-tuning gains over

prompting, multilingual models average an 11.32
BLEU improvement, surpassing the 5.02 BLEU
of their counterparts.

• Bigger models do not consistently outshine their
smaller counterparts. For instance, after fine-
tuning, bloomz-1.7b trumps the larger opt-13b
(31.95 vs. 31.29 BLEU). Within the same archi-
tecture, models with more parameters typically
fare better, but there are exceptions, like with
XGLM, where the 4.5b and 7.5b versions lag be-
hind the 2.9b variant.
In conclusion, while directly prompted LLMs

do not universally outperform train-from-scratch
MT models, certain LLMs, such as LLAMA 2,
defy this trend. Moreover, fine-tuning consistently
proves beneficial, with the potential to elevate even
underperforming LLMs, like bloomz-7.1b, to top-
tier performance.

params(%) #GPUs time(hrs)
No QLoRA 27.40 4 52

QLoRA 0.02 1 10

Table 3: Fine-tuning xglm-2.9b with and without
QLoRA to achieve the BLEU score of 30.05.4Only the
self-attention layers are tuned. The rank r for QLoRA
approximation is set to 2.

3We also report TER in Appendix A.
4We train the model without QLoRA for 96 hours in total,

and 30.05 is the BLEU score obtained at the best checkpoint.



r 2 4 8 16 32 64 128 256 512
train params(%) 0.02 0.05 0.09 0.19 0.39 0.77 1.53 3.01 5.85

BLEU 31.69 31.72 32.28 32.52 32.80 33.04 30.60 30.09 30.31
COMET 0.845 0.846 0.847 0.848 0.849 0.850 0.837 0.835 0.836

Table 4: QLoRA fine-tuning results on XGLM 2.9B with various rank r choices. All the weights except for
self-attentions are frozen.

5.2 QLoRA vs. No QLoRA
To assess QLoRA’s efficacy, we contrast it with
the original approach, a more resource-intensive
choice: fine-tuning without QLoRA, which ex-
cludes both quantization and low-rank adaptation.
We train the xglm-2.9b model using its native 32-
bit precision, necessitating the use of 4 NVIDIA
v100s. This is compared against a model fine-tuned
with QLoRA set at r = 2. For consistency, only the
self-attention layers are unfrozen in both models.
The comparative results are presented in Table 3.

Achieving a BLEU score of 30.05, the model
fine-tuned without QLoRA requires 52 hours
across 4 GPUs, totaling 208 GPU hours. In con-
trast, the QLoRA-enhanced model completes in
just 10 hours, marking a 21-fold acceleration and
utilizing 1370 times fewer trainable parameters
(0.02% compared to 27.4%).

5.3 QLoRA Hyperparameters
We investigate the impact of selecting different
ranks for LoRA and the unfrozen parameters for
fine-tuning. We present the results for XGLM 2.9B.

5.3.1 Rank r

The rank r of the decomposition matrices influ-
ences the number of trainable parameters, with a
larger r resulting in more trainable parameters. We
assess the performance associated with different
choices of r, ranging from 2 to 512, in Table 4,
while only unfreezing the self-attention layers.

With r = 64, the model attains its optimal per-
formance. However, either reducing or increasing
the number of trainable parameters adversely af-
fects the model’s performance. Interestingly, when
r = 512, the performance deteriorates even more
than when r = 2, despite the fact that the latter
converges more quickly due to a smaller number
of trainable parameters.

5.3.2 Trainable Parameters
Next, we aim to determine which part of the model
should be fine-tuned. To do this, we unfreeze the
parameters in different layers of the XGLM 2.9B

model. As illustrated in Table 5, we experiment
with unfreezing parameters from various layers, in-
cluding the self-attention layers, embedding layers,
fully-connected feed-forward layers, and the LM
head layers. The results indicate that fine-tuning
only the self-attention layer is sufficient to yield
the best performance.

Params a a+e a+e+f a+e+f+l
BLEU 31.69 30.09 30.30 28.39

COMET 0.845 0.837 0.834 0.826

Table 5: QLoRA fine-tuning results on XGLM 2.9B
with different trainable parameters. a: self-attentions; e:
embeddings; f : fully-connected feed-forward layers; l:
lm head. Rank r is set to 2.

Figure 2: The performance of the baseline system and
fine-tuned XGLM 2.9B trained with different amounts
of data.

5.4 Data Curves

The performance of a traditional MT model is
closely tied to the volume of its training data, as
highlighted by (Koehn and Knowles, 2017). How-
ever, for LLMs, which have already benefited from
vast training datasets, does this correlation still
hold? To investigate, we compare the responses of
both MT model types to varying training data sizes.
We incrementally adjust the dataset size from 0.1%
(2,366 examples) to its entirety and then train the



Prompt 1 { French: [fr sent] English: [en sent] } x K

French: [fr sent] English:
Prompt 2 { Translate French to English: French: [fr sent] English: [en sent] } x K

Translate French to English: French: [fr sent] English:
Prompt 3 Translate French to English: { French: [fr sent] English: [en sent] } x K

Translate French to English: French: [fr sent] English:
Prompt 4 Translate French to English:

French: { [fr sent] } x K English: { [en sent] } x K

Translate French to English: French: [fr sent] English:
Prompt 5 { French: [fr sent] Translate to English: [en sent] } x K

French: [fr sent] Translate to English:

Table 6: Prompts used in K-shot learning. The substrings within {} are repeated K times.

BLEU COMET
0-shot 1-shot 5-shot 10-shot 0-shot 1-shot 5-shot 10-shot

Prompt 1 27.08 29.15 29.72 29.62 0.814 0.828 0.833 0.834
Prompt 2 28.36 29.46 29.86 29.95 0.813 0.830 0.836 0.835
Prompt 3 28.36 29.33 29.86 29.74 0.813 0.831 0.835 0.834
Prompt 4 28.36 29.46 28.66 27.83 0.813 0.830 0.829 0.825
Prompt 5 11.82 28.76 29.80 29.70 0.631 0.827 0.834 0.834

Table 7: Few-shot learning results on XGLM 2.9B.

baseline model and fine-tune the LLMs. The out-
comes of this experiment are depicted in Figure
2.

The baseline curve validates the assumption that
performance improves with increased data avail-
ability. In contrast, LLMs make a robust debut;
even without additional training data, they achieve
a BLEU score comparable to the baseline trained
on half the dataset. Yet, their performance does not
consistently improve with more data. In fact, fine-
tuning with less than 50% (1.2 million examples)
of the data seems counterproductive, diminishing
performance until the full dataset comes into play.

5.5 Few-shot Learning

In this section, we evaluate the few-shot learning
performance of LLMs. Few-shot learning is also
denoted as K-shot, with K representing the num-
ber of examples provided before the query, where
in our case, examples are randomly sampled from
the training set. We also compare the impact of 5
slightly varied prompts, detailed in Table 6. The
results of the experiments are presented in Table 7.

When K >= 1, the model consistently out-
performs the 0-shot scenario. For prompt 5, 1-
shot dramatically enhances the model’s capability,

elevating the BLEU score from 11.825 to 28.76.
However, the performance does not exhibit a linear
growth with increasing K; it plateaus. In the case
of prompt 4, augmenting K even diminishes the
performance.

In our experiments, the choice of prompt is
particularly impactful for 0-shot performance, es-
pecially when comparing prompt 5 to the others.
However, this impact seems to lessen when exam-
ples are presented before the query.

6 Document-level Translation

In this section, we delve into the proficiency of
LLMs in document-level translation. Our primary
observations, contrasting the prompted and fine-
tuned LLMs, are detailed in Section 6.1. Addition-
ally, we explore the influence of document length,
measured by the number of sentences per docu-
ment, in Section 6.2.

6.1 Main Results

Figure 3 presents the results for document-level
translations. Key takeaways include:

5We observed many empty generations when prompting
with Prompt 5. One hypothesis is that the prompt is ambigu-
ous and the model is confused about what to translate.
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Figure 3: Prompting (P) vs. QLoRA fine-tuning (FT) on document-level translation using various pretrained LLMs.
Rank r for QLoRA is set to 64.

• In contrast to sentence-level translation,
prompted LLMs face challenges with document-
level translation. 4 out of the 15 LLMs register
BLEU scores below 10. However, consistent
with sentence-level findings, LLAMA 2 continues
to stand out in zero-shot performance, with the
7b and 13b versions achieving impressive BLEU
scores of 35.29 and 36.6, respectively.

• Fine-tuning demonstrates significant promise
for document-level translations, enhancing the
BLEU scores of their prompted counterparts by
an average of 16.33. The most notable improve-
ment is seen in opt-13b, which witnesses a BLEU
increment of 28.93 (from 4.56 to 33.49).

• Unlike sentence-level translation, where COMET
scores remain consistent across all models,
document-level translation displays a more pro-
nounced variance. This variability is particularly
evident in prompted models but diminishes in
fine-tuned ones.

• Trends observed in sentence-level translation
(Section 5.1) persist in the document-level con-
text: (1) Both English-centric and multilingual
models deliver comparable performance. (2)
Larger models do not consistently surpass their
smaller counterparts. (3) Top-performing mod-
els in sentence-level translation, such as LLAMA
2 and BLOOMZ, maintain their dominance in
document-level translation.

6.2 Input Lengths

We construct the examples for fine-tuning by merg-
ing sentences from an original document, as de-
scribed in Section 4.4. By varying the number of
sentences per document – specifically, 5, 10, and
15 – we present our findings in Table 8. Notably,
fine-tuning with sets of 10 consecutive sentences
yields the optimal performance, registering a 30.94
BLEU and a 0.811 COMET score.

#sents 5 10 15
BLEU 29.07 30.94 28.32

COMET 0.781 0.811 0.742

Table 8: QLoRA fine-tuning on documents composed of
different numbers of sentences6. XGLM 2.9B systems
are fine-tuned with r = 64, and self-attentions and
embeddings as trainable parameters.

7 Qualitative Analysis

Figure 4 shows translations of two French sen-
tences using various LLMs. In the first example,
when prompted, bloomz-7.1b replicates the source
sentence verbatim, neglecting to translate. While
this does not occur for every test set sample, as
shown in the second example, similar behavior is
noted in other prompted LLMs. On the other hand,

6We match the length of text documents to that of train
documents.



French

English

L'ONU donne un bilan même plus élevé avec 979 morts et 1 902 blessés.

The UN has reported even higher numbers with 979 dead and 1,902 injured.

bloomz-7.1b P L'ONU donne un bilan même plus élevé avec 979 morts et 1 902 blessés.

bloomz-7.1b FT The UN gives a higher figure with 979 dead and 1 902 wounded.<eos>.<eos>.<eos>.

llama2-13b P

llama2-13b FT

979 deaths and 1,902 injuries, according to the UN's latest tally.

The UN gives an even higher death toll of 979 and 1 902 injured.<eos>The UN gives 
an even higher death toll of 979 and 1 902 injured.<eos>The UN gives an even higher 
death toll of 979 and 1 902 injured.<eos>The

French

English

L'affaire NSA souligne l'absence totale de débat sur le renseignement

NSA Affair Emphasizes Complete Lack of Debate on Intelligence

bloomz-7.1b P French: The NSA case highlights the complete absence of debate on intelligence.

bloomz-7.1b FT The NSA Case Sheds Light on the Absence of Debate on Intelligence<eos>.<eos>.<eos>.

llama2-13b P

llama2-13b FT

The NSA case highlights the complete lack of debate on intelligence gathering.

The NSA Scandal Highlights the Lack of Intelligence Debate<eos>eos>eos>

Figure 4: Translations from prompted (P) and fine-tuned (FT) LLMs.

the translation using llama2-13b P, though not mir-
roring the reference verbatim, retains the original
sentence’s meaning. Both fine-tuned LLMs pro-
duce proper translations with the initial segment
of the generated sequences. Bloomz-7.1b appends
a <eos> token post-translation, while llama2b-
13b reiterates its translation multiple times. Both
outputs necessitate post-processing, specifically
truncating the output at the first occurrence of the
<eos> token.

In the second example, the LLM-generated trans-
lations retain the meaning of the reference transla-
tion, showcasing LLMs’ potential in the translation
tasks.

8 Conclusions

In this study, we investigate the capabilities of
LLMs in performing machine translation tasks.
Through comprehensive experiments, we assess
the effectiveness of prompting, few-shot learning,
and fine-tuning using QLoRA for French-English
translation. Our key findings are:

1. The proficiency of LLMs in machine trans-
lation varies. While LLAMA 2 consistently
outperforms its counterparts, other models,
when relying solely on few-shot learning, of-
ten lag behind models trained from scratch.

2. Fine-tuning invariably enhances performance,
particularly for models that struggle with few-
shot learning and for translating documents. It
can transform a seemingly inadequate model
into a top-tier translation model, as seen with
bloomz-7.1b.

3. QLoRA, due to its efficiency, can be a superior
alternative to original fine-tuning methods.

4. Fine-tuning LLMs with QLoRA can be a
promising and new paradigm for machine
translation practice.

In the future, we are interested in exploring two
primary avenues. (1) While our current study
demonstrates the promise of LLMs trained on
English-centric data for French-to-English trans-
lations, it raises intriguing questions: Would these
results hold true for other language pairs, espe-
cially for low-resource languages? And would
there be a noticeable difference in performance
between English-centric and multilingual LLMs
in such scenarios? (2) Our experiments are con-
fined to decoder-based LLMs. Moving forward,
we are also interested in comparing these models
against their encoder-decoder counterparts, such as
mT5(Xue et al., 2021), mBART (Liu et al., 2020),
NLLB (Costa-jussà et al., 2022).



Limitations

Single dataset and language pair Our exper-
iments are confined to a single dataset and the
French-English language pair. It remains unclear if
our findings are generalizable to other datasets and
language pairs.

Medium-sized LLMs We have only experi-
mented with medium-sized LLMs due to computa-
tional resource constraints. The necessity of fine-
tuning for significantly larger LLMs remains an
open question.
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A TER on Sentence-level Translations

The Translation Edit Rate (TER) is a metric
introduced by Snover et al. (2006) to quantify
the amount of human editing required to align
a system’s output with a reference translation.
Specifically, TER is calculated as the ratio of the
total edits made to the length of the reference
translation. Such edits encompass insertions, dele-
tions, single-word substitutions, and shifts in word
sequence. A lower TER indicates better alignment
with the reference. As illustrated in Figure 5,
when evaluated using TER, LLMs do not exhibit a
noticeable improvement over the baseline model.

Figure 5: Prompting (P) vs. QLoRA fine-tuning (FT) on sentence-level translation using various pretrained LLMs.
Baseline is the NMT system described in Section 4.2. Rank r for QLoRA is set to 64.


