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ABSTRACT
Multilingual information retrieval (MLIR) considers the problem
of ranking documents in several languages for a query expressed
in a language that may differ from any of those languages. Recent
work has observed that approaches such as combining ranked lists
representing a single document language each or using multilin-
gual pretrained language models demonstrate a preference for one
language over others. This results in systematic unfair treatment of
documents in different languages. This work proposes a language
fairness metric to evaluate whether documents across different lan-
guages are fairly ranked through statistical equivalence testing us-
ing the Kruskal-Wallis test. In contrast to most prior work in group
fairness, we do not consider any language to be an unprotected
group. Thus our proposed measure, PEER (Probability of Equal
Expected Rank), is the first fairness metric specifically designed to
capture the language fairness of MLIR systems. We demonstrate
the behavior of PEER on artificial ranked lists. We also evaluate
real MLIR systems on two publicly available benchmarks and show
that the PEER scores align with prior analytical findings on MLIR
fairness. Our implementation is compatible with ir-measures and
is available at http://github.com/hltcoe/peer_measure.

CCS CONCEPTS
• Information systems → Multilingual and cross-lingual re-
trieval; Evaluation of retrieval results.
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1 INTRODUCTION
Multilingual information retrieval searches a multilingual docu-
ment collection and creates a unified ranked list for a given query [4–
6, 16, 20, 24]. In tasks like navigational search [7], known item
retrieval [1, 21], and retrieval for question-answering [10, 19], the
user only needs a handful or just one relevant document to satisfy
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the information need, and the language of that document does not
matter. In contrast, users interested in gaining a broad problem
understanding prefer seeing how coverage varies across languages.

Analysis of retrieval results has shown that MLIR systems often
show a preference for certain languages [16, 20]; we call this the
MLIR Fairness problem. Such preference can bias a user’s under-
standing of the topic [28, 30]. This problem is particularly apparent
in models built on top of multilingual pretrained language mod-
els (mPLM) [20], which inherit bias from the text used to build
them [11, 17]. This paper presents a new metric to allow quantita-
tive study of MLIR Fairness.

Prior work in fairness evaluation focuses on either individual
or group fairness [33]. Individual fairness ensures that similar
documents receive similar treatment; this often corresponds to
a Lipschitz condition [3, 15]. Group fairness ensures that a pro-
tected group receives treatment at least as favorable as unprotected
groups [27, 31, 32]. Group fairness metrics designed for protecting
specific groups are not directly applicable to the MLIR fairness
problem because the latter has no protected language; we want all
languages to be treated equally in a ranked list.

To operationalize our notion of MLIR fairness, we propose the
Probability of Equal Expected Rank (PEER) metric. By adopting
the Kruskal-Wallis 𝐻 test, which is a rank-based, non-parametric
variance analysis for multiple groups, we measure the probability
that documents of a given relevance level for a query are expected
to rank at the same position irrespective of language. We compare
PEER to previous fairness metrics, and show its effectiveness on
synthetic patterned data, on synthetic assignment of language to
real retrieval ranked lists, and on system output for the CLEF 2003
and NeuCLIR 2022 MLIR benchmarks.

2 RELATEDWORK
There is no universally accepted definition of fairness. This paper
views languages as groups within a ranking, and characterizes
MLIR Fairness as a group fairness problem.

Existing group fairness metrics fall into two categories: those
that assess fairness independent of relevance, and those that take
relevance into account. Ranked group fairness, based on statisti-
cal parity proposed by Zehlike et al. [31, 32], demands equitable
representation of protected groups in ranking without explicitly
considering relevance through statistical testing.

Attention Weighted Ranked Fairness (AWRF), introduced by
Sapiezynski et al. [27], compares group exposure at certain rank
cutoffs against a pre-defined target distribution. It uses the same
distribution for both relevant and nonrelevant documents. This
means for example that if utility is defined as finding the most
relevant documents, a system can gain utility by including more
documents from the language with the most relevant documents
early in the rankings. In doing so, more nonrelevant documents
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from that language are placed above relevant documents from
the other languages. From a fairness perspective, this should be
penalized as unfair. Our proposed metric does not rely on a target
distribution, so it does not suffer from this utility/fairness tradeoff.

Among metrics that incorporate relevance, Singh and Joachims
[29] introduced the Disparate Treatment Ratio, which measures the
equality of exposure of two groups. This metric is not well suited to
MLIR though, since it handles only two groups. Adjacent to fairness,
Clarke et al. [13] extended Normalized Discounted Cumulative Gain
(nDCG) to incorporate diversity. Their metric, 𝛼-nDCG, assigns
document weights based on both relevance and diversity. Diversity
though applies to user utility where fairness applies to documents
(in our case, the languages of the returned documents) [8]. We
nonetheless report 𝛼-nDCG to contextualize our results.

Related work on fairness over sequences of rankings [14, 23]
requires both more evidence and distributional assumptions com-
pared to fairness of a specific ranking. While similar, our method
assumes the position of each document is a random variable.

3 PROBABILITY OF EQUAL EXPECTED RANK
In this section, we describe the proposed measure – PEER: Probabil-
ity of Equal Expected Rank. We first introduce our notation and the
fairness principle, followed by forming the statistical hypothesis of
the system’s fairness across document languages. Finally, we define
PEER as the 𝑝-value of the statistical test.

Let 𝑑𝑖 ∈ D be the 𝑖-th document in the collection D of size 𝑁 .
We define the language that 𝑑𝑖 is written in as 𝑙𝑑𝑖 ∈ {L1, ...L𝑀 }.
For convenience, we define the set 𝐿𝑗 =

{
𝑑𝑖

�� 𝑙𝑑𝑖 = L 𝑗

}
to be all

documents in language L 𝑗 .
For a given query 𝑞 ∈ Q, we define the degree of document

𝑑𝑖 being relevant (or the relevance grade) to the query 𝑞 as 𝑦𝑞
𝑖
∈

{R (0) ,R (1) , ...,R (𝐾 ) }, where 𝑅 (0) indicates not relevant and 𝑅 (𝐾 )

is the most relevant level, i.e., graded-relevance with 𝐾 levels.
Similarly, we define the set 𝑅 (𝑞,𝑘 ) =

{
𝑑𝑖

��� 𝑦𝑞𝑖 = R (𝑘 )
}
to be all

documents at the R (𝑘 ) relevance level. Furthermore, we define
the documents in L 𝑗 with relevance level R (𝑘 ) for a query 𝑞 as
𝐷
(𝑞,𝑘 )
𝑗

= 𝐿𝑗 ∩ 𝑅 (𝑞,𝑘 ) .
In this work, we consider a ranking function 𝜋 : D×Q → [1...𝑁 ]

that produces the rank 𝑟𝑞
𝑖
∈ [1...𝑁 ].

3.1 Fairness through Hypothesis Testing
We define MLIR fairness using the following principle: Documents
in different languages with the same relevance level, in expectation,
should be presented at the same rank. We measure the satisfaction
level of this principle by treating it as a testable hypothesis.

For relevance level R (𝑘 ) , assuming 𝑟𝑞
𝑖
is a random variable over

[1...𝑁 ], we implement the principle using the null hypothesis:

𝐻0 : E
𝑑𝑖 ∈𝐷 (𝑞,𝑘 )

𝑎

[𝑟𝑞
𝑖
] = E

𝑑 𝑗 ∈𝐷 (𝑞,𝑘 )
𝑏

[𝑟𝑞
𝑗
] ∀L𝑎 ≠ L𝑏 , (1)

which is the equivalence of the expected rank among documents
in each language with the given relevance level and given query 𝑞.

Such null hypotheses can be tested with the Kruskal-Wallis 𝐻
test (K-W test) [18]. The null hypothesis of this test is that all groups
have the same mean (i.e., equivalent mean ranks). The K-W test
is like a non-parametric version of the ANOVA F-test, which tests

whether each group (languages in our case) comes from the same
distribution. Since the K-W test does not assume any particular
underlying distribution, it uses the ranking of the data points to
make this determination. Unlike prior work such as Zehlike et al.
[32] that assumes a binomial distribution for each document over
the groups, not assuming the distribution of the query-document
scores used for ranking and instead operating directly on ranks
yields a robust statistical test.

Conceptually, the test statistics 𝐻 for the K-W test is the ratio
between the sum of group rank variance and the total rank variance.
The variance ratio obeys a chi-squared distribution; we use its
survival function to derive the 𝑝-value. Specifically, we can express
the test statistic 𝐻 as

𝐻 =

(
|𝑅 (𝑞,𝑘 ) | − 1

) ∑𝑀
𝑗=1

���𝐷 (𝑞,𝑘 )
𝑗

��� (𝑟𝑞,𝑘𝑗 − 𝑟
)2

∑𝑀
𝑗=1

∑
𝑑𝑖 ∈𝐷 (𝑞,𝑘 )

𝑗

(
𝑟
𝑞

𝑖
− 𝑟

)2 (2)

where 𝑟𝑞,𝑘
𝑗

=
1

|𝐷 (𝑞,𝑘 )
𝑗

|

∑︁
𝑑𝑖 ∈𝐷 (𝑞,𝑘 )

𝑗

𝑟
𝑞

𝑖
(3)

and 𝑟 =
1

|𝑅 (𝑞,𝑘 ) |

𝑀∑︁
𝑗=1

∑︁
𝑑𝑖 ∈𝐷 (𝑞,𝑘 )

𝑗

𝑟
𝑞

𝑖
(4)

for a given query 𝑞 and relevance level R (𝑘 ) . Recall that 𝑅 (𝑞,𝑘 )

and 𝐷 (𝑞,𝑘 )
𝑗

are sets. For each query 𝑞 and given relevance level,
we report the 𝑝-value of the K-W test, which is the Probability of
documents in all languages with given relevance level having Equal
Expected Rank, by comparing the 𝐻 statistic against a chi-squared
distribution with𝑀 − 1 degrees of freedom. The 𝑝-value provides
us with the probability that documents in different languages are
ranked fairly within a given relevance level. We denote the 𝑝-value
for a given query 𝑞 and a relevance level R (𝑘 ) as 𝑝 (𝑞,𝑘 ) .

Our fairness notion is similar to the one proposed by Diaz et al.
[14]. However, we operationalize the principle by treating each
document as a sample from a distribution given the language and
relevance level, instead of assuming the entire ranked list is a sample
from all possible document permutations.

3.2 Fairness at Each Relevance Level
The impact of unfairly ranking documents in different languages
may differ at each relevance level. Such differences can be linked
to a specific user model or application. For example, for an analyst
actively seeking information for which each language provides
different aspects, ranking nonrelevant documents of a particular
language at the top does not degrade fairness; finding dispropor-
tionately fewer relevant documents in a certain language, on the
other hand, may yield biased analytical conclusions.

In contrast, for a user seeking answers to a specific question who
views the language as just the content carrier, reading more non-
relevant documents from a language may degrade that language’s
credibility, leading the user eventually to ignore all content in that
language. In this case, we do consider the language fairness of the
ranking of nonrelevant documents; in the former case we do not.

To accommodate different user models, we define the PEER score
as a linear combination of the 𝑝-value of each relevance level R (𝑘 ) .



Language Fairness in Multilingual Information Retrieval SIGIR ’24, July 14–18, 2024, Washington, DC, USA

0 10 20 30 40 50
# Interleaved

0.0

0.5

1.0
(a) Shifting

0 10 20 30 40 50
Rank

0.0

0.5

1.0
(b) Moving Single

0 10 20 30 40 50
Length

0.0

0.5

1.0
(c) Interleaving

0 10 20 30 40 50
Length

0.0

0.5

1.0
(d) Increasing Length

1.0 1.5 2.0 2.5 3.0
Sampling Mean for Relevant Docs

0.0

0.2

0.4

0.6
(e) Score Sampling w/ Non Relevant Docs=1.0

1.0 1.5 2.0 2.5 3.0
Sampling Mean Non-Relevant Docs

0.0

0.2

0.4

0.6
(f) Score Sampling w/ Relevant Docs=1.0

Non Relevant
Relevant

Figure 1: Ranked lists with different fairness patterns between two languages and binary relevance.

Let 𝑤 (𝑘 ) ∈ [0, 1] be the weights and ∑𝐾
𝑘=1𝑤

(𝑘 ) = 1, the overall
weighted PEER for query 𝑞 is

𝑃𝐸𝐸𝑅 (𝑞) =
𝐾∑︁
𝑘=1

𝑤 (𝑘 )𝑝 (𝑞,𝑘 ) (5)

3.3 Rank Cutoff and Aggregation
While a ranking function 𝜋 ranks each document in collection D,
in practice, a user only examines results up to a certain cutoff. Some
IR effectiveness measurements consider elaborate browsing models,
such as exponential-decreasing attention in Ranked-biased preci-
sion (RBP) [22] or patience-based attention in expected reciprocal
rank (ERR) [9]; user behavior though is perpendicular to language
fairness, so we consider only a simple cutoff model.

With a rank cutoff 𝑋 , we treat only the top-𝑋 documents as
the sampling universe for the K-W test. However, since dispropor-
tionately omitting documents of a certain relevance level is still
considered unfair, before conducting the hypothesis test, we con-
catenate unretrieved documents (or those ranked below the cutoff)
at that relevance level to the ranked list, assigning them a tied rank
of𝑋 +1. This is optimistic, since these documents might rank lower
in the actual ranked list. However, this provides a robust penalty for
any ranking model that provides only a truncated ranked list. We
define the 𝑝-value as 1.0 when no document is retrieved at a given
relevance level in spite of their presence in the collection; from the
user perspective, no document at that level is presented, so it is
fair (albeit ineffective) across languages. We denote the weighted
𝑝-value calculated on the top-𝑋 documents as 𝑃𝐸𝐸𝑅 (𝑞)@𝑋 .

Overall, we report the average weighted PEER over all queries
at rank 𝑋 , i.e., 𝑃𝐸𝐸𝑅@𝑋 = |Q|−1 ∑

𝑞∈Q 𝑃𝐸𝐸𝑅
(𝑞)@𝑋 . Since we

treat each document as a random variable of position in a ranked
list, what we are measuring is how likely a system is fair between
languages instead of how fair each ranked list is. A higher PEER
score indicates that the measured MLIR system is more likely to
place documents written in different languages but with the same
relevance level at similar ranks.

4 EXPERIMENTS AND RESULTS
4.1 Synthetic Data
To demonstrate PEER behavior, we create ranked lists of two lan-
guages and binary relevance with four methods, each creating lists
from very unfair to very fair. Results are illustrated in Figure 1.
Shifting starts with all documents in one language ranking higher
than those in the other, and slowly interleaves them until the two
are alternating. Figure 1(a) shows for fifty documents that when no
documents are interleaved (left), fairness is low, with PEER close
to 0. As alternation increases, the PEER score increases. In Moving
Single, the ranked list consists entirely of one language except for
one document. That single document moves from the top (unfair)
to the middle of the ranking (fair). In Figure 1(b) with 99 majority
language documents, the PEER scores increase as the singleton
moves from the top to the middle. Figure 1(c) shows Interleaving,
in which the languages alternate and the number of retrieved doc-
uments slowly increases. With odd lengths the highest and the
lowest ranked documents are in the same language, giving them
the same average and 1.0 PEER scores. With even lengths, one
language has a slightly higher rank than the other. The difference
shrinks with longer ranked lists, resulting in increased PEER scores.
In Increasing Length, 100 retrieved documents comprise first an
alternating section followed by all documents in a single language,
and the size of the alternating section is gradually increased. This
is similar to shifting, but with overlapping languages at the top
instead of in the middle of the rank list. At the left of Figure 1(d)
only the document at rank 1 is minority language, followed by
minority language at ranks 1 and 3, and so on. The right of the
graph is identical to the right of Figure 1(a). These four patterns
demonstrate that PEER scores match our intuition of fairness be-
tween languages. The next section evaluates real MLIR retrieval
systems on two MLIR evaluation collections.

4.2 Assigning Languages to a Real Ranked List
We used NeuCLIR’22 runs to create new synthetic runs with rele-
vant documents in the same positions, but with languages assigned
to the relevant documents either fairly or unfairly. We randomly
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Table 1: Effectiveness and fairness results. Both AWRF and PEER exclude nonrelevant documents. They are removed in AWRF
calculation. For PEER, the importance weights of nonrelevant documents are set to 0.

Collection
Rank Cutoff 20 1000

Measure nDCG 𝛼-nDCG AWRF PEER Recall 𝛼-nDCG AWRF PEER

CLEF 2003

QT » BM25 0.473 0.444 0.513 0.239 0.743 0.579 0.788 0.202
DT » BM25 0.636 0.640 0.623 0.243 0.857 0.747 0.895 0.299
DT » ColBERT 0.669 0.674 0.658 0.293 0.889 0.768 0.904 0.328
ColBERT-X ET 0.591 0.592 0.610 0.215 0.802 0.695 0.845 0.327
ColBERT-X MTT 0.643 0.658 0.649 0.318 0.827 0.748 0.860 0.362

NeuCLIR 2022

QT » BM25 0.305 0.447 0.537 0.453 0.557 0.569 0.752 0.383
DT » BM25 0.338 0.448 0.542 0.497 0.633 0.580 0.809 0.421
DT » ColBERT 0.403 0.539 0.635 0.449 0.708 0.652 0.842 0.426
ColBERT-X ET 0.299 0.447 0.578 0.458 0.487 0.561 0.745 0.421
ColBERT-X MTT 0.375 0.545 0.621 0.425 0.612 0.644 0.786 0.386

selected how many relevant documents would be assigned to each
language, and created that many language labels. For each label
we drew from a normal distribution with either the same mean for
the two languages (fair), or different means (unfair). We assigned
a drawn number to each label, sorted the labels by that number,
and assigned the labels to the relevant documents in the resulting
order. We did the same for the nonrelevant documents, ensuring
that each language was assigned at least 45% of those documents.

Figures 1(e) and (f) vary the sampling mean of the second lan-
guage’s relevant and nonrelevant documents, respectively, while
keeping a first language sampling mean of 1.0. The figures show
that PEER captures fairness independently for each relevance level.
Since there are far fewer relevant documents, the evidence for fair-
ness is also weaker, resulting in slower decay when changing the
sampling mean for relevant documents.

4.3 Real MLIR Systems
We evaluate five MLIR systems, including query translation (QT)
and document translation (DT) with BM25, DT with English Col-
BERT [26], and ColBERT-X models trained with English triples (ET)
and multilingual translate-train (MTT) [20], on CLEF 2003 (Ger-
man, Spanish, French, and English documents with English queries)
and NeuCLIR 2022 (Chinese, Persian, and Russian documents with
English queries). For QT, English queries are translated into each
document language and monolingual search results from each lan-
guage are fused by score. We report 𝛼-nDCG, AWRF (with number
of relevant documents as target distribution), and the proposed
PEER with rank cutoffs at 20 and 1000. Along with nDCG@20 and
Recall@1000, we summarize the results in Table 1.

Logically, merging ranked lists from each monolingual BM25
search with translated queries purely by scores is inviting unfair
treatment, as scores from each language are incompatible with dif-
ferent query lengths and collection statistics [25]. We observed this
trend in both PEER and AWRF, while 𝛼-nDCG strongly correlates
with the effectiveness scores and does not distinguish fairness.

Neural MLIR models trained with only English text and trans-
ferred zero-shot to MLIR with European languages exhibit a strong
language bias compared to those trained with document languages

[16, 20]. PEER exhibits a similar trend in CLEF 2003, showing
ColBERT-X ET is less fair than the MTT counterpart, while AWRF
is less sensitive. Lawrie et al. [20] show that preference for English
documents in the ET model causes this unfair treatment; this sug-
gests that MLIR tasks without the training language (English) in
the document collection would not suffer from such discrepancy.

AWRF and PEER disagree on the comparison between English
ColBERT on translated documents (DT) and ColBERT-X models.
While AWRF suggests DT » ColBERT 1 is fairer than ColBERT-X
MTT inCLEF03, DT creates a larger difference among languages [20].
PEER, in contrast, aligns with prior analysis, giving a lower score
to DT » ColBERT. According to Huang et al. [16], QT » BM25 has a
similar language bias compared to mDPR [12], which was trained
with English MS MARCO [2]. PEER suggests a similar conclusion
between QT » BM25 and ColBERT-X ET, which AWRF assigns a
larger difference between the two with a rank cutoff of 20.

With a rank cutoff of 1000, AWRF strongly correlates with recall
(Pearson 𝑟 = 0.93 over both collections), while PEER does not (Pear-
son 𝑟 = −0.55). The 0.904 AWRF value (range 0-1) of DT » ColBERT
on CLEF03 suggests a fair system, while the ranked list does not.
This strong relationship shows that AWRF, with target distribution
being the ratio of relevant documents, is indeed measuring recall
instead of fairness. While it is an artifact of the choice of target
distribution, the need to define a target distribution reduces the
robustness of AWRF in measuring MLIR Fairness.

5 SUMMARY
We propose measuring the Probability of Equal Expected Rank
(PEER) for MLIR fairness. As PEER measures the weighted 𝑝-value
of a non-parametric group hypothesis test, it neither requires a tar-
get distribution nor makes distributional assumptions; this makes
the metric robust. Through comparison to prior analytical work in
MLIR Fairness, we conclude that PEER captures the differences and
nuances between systems better than other fairness metrics.

1The (ET)+ITD setting in Lawrie et al. [20].
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